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Logging for Systems 
Management

• Huge variety of detailed messages
• Detection of minor component failure
• Sometimes the only indication of an 

issue



  

“Cat6500 IOS 12.2(18)SXF contains about 
90 SNMP traps, but has over 6000 syslog 
event messages.” -Clayton Dukes

JunOS 12.2
• Defined trap events in OpenNMS = 199
• Syslog messages starting with “A” = 197

Logging gets development 
priority



  



  



  



  



  



  



  



  



  



  

This matters because you 
may not know that pieces of 
your system are degraded 
or failing!



  

What is Syslog?

• Client/Server messaging protocol

• Standardized message format

• Broadly adopted

• Simple configuration



  

Message elements

• Timestamp
• Facility
• Host
• Severity
• Message



  

Timestamp

Configure and use reliable NTP service 
throughout your network. 

Troubleshooting issues across many 
nodes without reliable timestamps 
becomes very confusing!

pool.ntp.org



  

Note on facility

Facilities are required but not strictly 
organized.

This makes facilities useful as categories 
to route or parse messages.



  

Severity

• 0 – Emergency
• 1 – Alert
• 2 – Critical
• 3 – Error
• 4 – Warning
• 5 – Notice
• 6 – Informational
• 7 – Debug



  

Severity is interpreted by vendors 
differently.  Use classification by severity 
levels with caution.

We are usually interested in severity levels 
0-6.  Debug level messages should to go 
log repositories.



  

• rsyslog or syslog-ng for Linux
• Organize by hardware type or vendor
• Use format controls or templates to make 

messages uniform. Parsing is coming...
• Copy messages to a single log file for 

troubleshooting

Centralized loghost



  

Configure your systems

(Cisco)
• service timestamps log datetime 

localtime show-timezone 
• logging source-interface Loopback0 
• logging host 10.255.0.10
• logging trap informational
• logging facility local5
• ntp server 10.0.10.10



  

Process and correlate 
messages

• newlogcheck.sh
• http://www.campin.net/newlogcheck.html

– (https://web.archive.org/web/20111229162722/
http://www.campin.net/newlogcheck.html)

• logtail from logcheck package
• pkgs.org for dependencies

http://www.campin.net/newlogcheck.html


  

Become friends with 
Regular Expressions

• Or become friends with an online regex 
evaluator

• http://regexpal.com/
• http://www.regexr.com/ (very nice)

http://regexpal.com/
http://www.regexr.com/


  

The realities of parsing



  

Strip elements that create unique messages



  

One of many resulting reports



  

Is the event actionable?

Is this a new type of event?

Criteria for useful messages



  

Many report types are possible



  

Driven by keywords



  

Resulting in syslogd filters

/etc/syslog-ng/syslog-ng.conf



  

Why?

Interesting messages from 
failures may not appear for 
months or years.

Review reports weekly



  

Forward useful 
messages to a 
management 
system



  

OpenNMS...

• FOSS, AGPLv3 license
• Enterprise-level scaling
• Event-driven workflow
• Service monitoring, data collection, fault 

management
• much more...
• opennms.org/opennms.com



  

More parsing...

syslogd-configuration.xml



  

Apply keywords

Cisco.syslog.xml

Identify event definition



  

Define alarm

foo.events.xml

• Create human readable message
• Deduplicate messages
• Can be made auto-clearing



  

Outcomes
• Events for history
• Notifications for alerting
• Alarms for dashboard display
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